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We perform a Bayesian inversion of degree-zero spheroidal mode splitting function measurements for
radial (1-D) Earth structure, in terms of the Voigt averages of P-wave (VP) and S-wave (VS) velocities, den-
sity, bulk and shear attenuation, using neural networks. The method is flexible and allows us to assess the
robustness of features in existing reference models, such as PREM. The Bayesian framework provides a
means for quantifying uncertainties in the model parameters and for measuring the information content
of the data. The analysis of the information content suggests that the free oscillations constrain most
parameters better than body wave travel time data.

Our most important findings can be summarised as follows. The data prefer an inner–outer core bound-
ary (ICB) that lies in the depth range 5154.7–5165.7 km, i.e. deeper than in existing reference models; the
effect on the travel time of inner-core-sensitive seismic phases is comparable to the estimated noise in
such measurements. The density contrast at the ICB (0.73 g cm�3) is larger than in PREM (0.60 g cm�3)
and ak135f (0.56 g cm�3), but our range including uncertainties (0.52–0.94 g cm�3) encompasses all pre-
vious estimates in the literature. The average VP and VS in the D00 region are smaller than in PREM,
whereas the mean density is probably larger. The data cannot uniquely determine whether this density
excess is restricted to the D00 region or distributed throughout the lower(most) mantle. The data cannot
determine with certainty the presence or absence of a discontinuity at 220 km depth for VP ;VS and den-
sity. If present, the jump in both velocities is likely smaller than in PREM. Shear attenuation parameters in
the mantle deviate from PREM in a similar fashion to results from more recent studies. We find a non-
homogeneous shear attenuation in the inner core, reinforcing the hypothesis that a distinct ‘innermost
inner core’ may exist. The bulk attenuation in the mantle and the outer core is stronger than in PREM.

We investigate the influence of radial anisotropy on the inversions and analyse possible trade-offs
between (anisotropic) parameters. The largest trade-offs are observed in regions that are believed to
be anisotropic, such as the D00 region. This illustrates the need to constrain anisotropy in the (deep)
mantle.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

Most of our current knowledge of the Earth’s internal structure
has been inferred from seismological observations made at its sur-
face. The gross features of these measurements can be explained by
relatively simple spherically symmetric (1-D) models of wave
velocities, density and attenuation, which describe the Earth’s aver-
age (radial) structure. Such radial earth models are routinely used
for the determination of seismic source locations and serve as a
starting model for 3-D seismic tomography: see for example
Kennett (2006) and references therein. 1-D seismological reference
models are also successfully being used in conjunction with mineral
physics data and geodynamical modelling to provide constraints on
the Earth’s thermochemical structure and its dynamics, e.g.
Cammarano et al. (2005), Cammarano et al. (2011), Cobden et al.
(2008), Cobden et al. (2009).

Existing seismological reference models have been derived
using seismic observables with different, yet complementary, sen-
sitivities to the Earth’s interior. The tables of Jeffreys and Bullen
(1940) summarised the travel times for many different seismic
phases in a 1-D earth model. The accumulation of measurements
of the Earth’s free oscillations made it possible to construct 1-D
profiles of compressional (VP) and shear (VS) wave velocities and
density (1066A, 1066B (Gilbert, 1975)). Subsequently, parametric
models were designed to simultaneously explain travel time,
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normal mode and regional surface wave dispersion data (PEM,
Dziewoński et al. (1975)). A similar form of polynomial representa-
tion was used by Dziewoński and Anderson (1981) for the Preli-
minary Reference Earth Model (PREM), which was derived from
body wave travel times, normal mode frequencies and attenuation
measurements, augmented with constraints on the Earth’s mass
and moment of inertia, and has clearly outlived its ‘preliminary’
status. The models iasp91 (Kennett and Engdahl, 1991) and ak135
(Kennett et al., 1995) were constructed to explain the extensive
catalogue of travel times documented by the International Seismo-
logical Centre (ISC). More recently, Cammarano et al. (2005) com-
bined seismological and mineral physics data to construct 1-D
physical reference models (PREF). Kustowski et al. (2008) derived
the spherically symmetric model STW105, which serves as a basis
for a 3-D tomographic mantle model of anisotropic shear wave
velocity (S362ANI). These models were derived from body wave
travel times, long-period waveforms and surface wave phase
anomalies.

Besides the elastic structure, the anelastic properties of the
Earth have received quite some attention. This interest relates, par-
ticularly, to the temperature dependence of attenuation processes
in the Earth, through which elastic (seismic) energy is transformed
into heat. The Earth’s absorption properties can be inferred from
the attenuation of free oscillations and surface waves. For instance,
PREM includes a model for bulk and shear attenuation, represented
by their inverses Qj and Ql, respectively. Montagner and Kennett
(1996) aimed to reconcile free oscillation and travel time observa-
tions by supplementing ak135 with density and Q profiles (ak135f).
Other estimates of the Earth’s Q structure include PAR3C (Okal and
Fig. 1. Radial earth models in the upper mantle. The parameter range spanned by the pri
models PREM (black, solid), ak135f (red, dashed), STW105 (blue, dotted-dashed), QL6 (mag
(top-left panel), q (top-right panel), Ql (bottom-left panel) and Qj (bottom-right panel).
references to colour in this figure legend, the reader is referred to the web version of th
Jo, 1990), QM1 (Widmer et al., 1991), QL6 (Durek and Ekström,
1996; Resovsky et al., 2005; Cammarano and Romanowicz, 2008).

Another crucial feature of seismological models concerns
anisotropy in elastic parameters. Mantle flow is one mechanism
that might introduce anisotropy; therefore, the identification of
seismic anisotropy can provide important constraints on the
Earth’s dynamics. Whereas PREM is only transversely isotropic in
the uppermost mantle, more recent studies suggest that the deeper
parts of the Earth also exhibit radial anisotropy. Anisotropy has
been inferred in the inner core, e.g. Morelli et al. (1986),
Woodhouse et al. (1986), Beghein and Trampert (2003), Deuss
et al. (2010), and the lowermost mantle, e.g. Montagner and
Kennett (1996), Panning and Romanowicz (2004), while consensus
appears to have been reached that the rest of the lower mantle is
devoid of anisotropic structure (see Chang et al. (2014) for a
review). Furthermore, the presence of anisotropy is important for
estimates of the Earth’s seismic structure due to trade-offs
between (anisotropic) parameters in earth models. For instance,
Beghein et al. (2006) investigated the robustness of radial anisot-
ropy in existing 1-D mantle reference models and found that the
strength of anisotropy in VP trades off with density structure,
which was later confirmed by Kustowski et al. (2008).

The aforementioned 1-D seismological reference models corre-
late with each other to a high degree (Fig. 1), especially in the
Earth’s deep interior, yet there is disagreement. The fundamental
shortcoming of most existing models is the lack of a quantitative
assessment of their accuracy, which renders it impossible to deter-
mine the significance of the differences between these models.
Seismic inverse problems are notoriously non-unique; different
or model space is represented by the grey shaded area, along with the 1-D reference
enta, solid) and PREF (Cammarano et al., 2005, 99 models, green) for VVoigt

S and VVoigt
P

The horizontal scale for the bottom panels is logarithmic. (For interpretation of the
is article.)
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earth models can explain the data equally well, but may lead to
incompatible interpretations of the nature of the Earth’s interior
and dynamics, e.g. Trampert and van (2005), de Wit et al. (2012).
Therefore, a quantification of uncertainties in any inferred earth
model is essential to assess its quality and the robustness of any
subsequent interpretation.

However, quantifying model uncertainties presents a challenge
in traditional seismological inverse problems; consequently, most
existing techniques are pragmatic and based upon linear approxi-
mations. Resolution analyses, for instance using the framework by
Backus and Gilbert (1968), Backus and Gilbert (1970), can be
employed to determine the robustness of the inferred earth mod-
els, e.g. Kennett (1998), Masters and Gubbins (2003). In seismic
tomography, resolution and covariance matrices can provide some
assessment of model quality, e.g. Aki et al. (1977), Boschi (2003),
Vasco et al. (2003), but such measures are usually affected by sub-
jective regularisation criteria. Other examples for the linear case
include exploring the model null space, or model non-uniqueness
(de Wit et al., 2012), misfit mapping, e.g. in the context of source
parameter determination (Valentine and Trampert, 2012) and res-
olution tests using matrix probing (An, 2012; Trampert et al.,
2013). Kennett et al. (1995) adopted a non-linear search procedure
to determine the robustness of ak135.

An assessment of model uncertainty is natural in a Bayesian
framework, in which all inferences are probabilistic. Any inference
made about a model is the result of the conjunction of our current
(prior) knowledge and the ability of the model to explain the obser-
vations, e.g. Tarantola and Valette (1982). The posterior knowledge
on the model, i.e. the knowledge after observing the data, repre-
sents the updated degree of belief in the model, expressed by a
probability density function (pdf). Ample examples of Bayesian
inference exist in the seismological literature; this involves sam-
pling the model space, as is done in Markov Chain Monte Carlo
(MCMC) methods via a (guided) random walk, e.g. Mosegaard
and Tarantola (1995), Sambridge and Mosegaard (2002),
Tarantola (2005).

As an alternative, we propose to employ machine learning tech-
niques to make inferences based on samples of the prior model
space. Recent examples in geophysics include Meier et al. (2007),
Shahraeeni and Curtis (2011), de Wit et al. (2013) and Käufl et al.
(2014), where artificial neural networks and a set of prior samples
are used to solve various geophysical inverse problems. Neural net-
works are very common in pattern recognition problems and can
be used to infer an arbitrary non-linear mapping between two
parameter spaces, e.g. Bishop (1995), MacKay (2003).

To solve the inverse problem, which in our framework involves
obtaining posterior pdfs on earth model parameters, we use a Mix-
ture Density Network (MDN, Bishop, 1995). An MDN takes the seis-
mic data as input, and outputs the parameters describing the
posterior marginal pdf for the earth model parameter(s) of inter-
est; for a full description, see e.g. de Wit et al. (2013), Käufl et al.
(2014). In the Bayesian paradigm, a 1-D marginal distribution rep-
resents our knowledge of (and uncertainties in) a single model
parameter, given the variations in all other model parameters.
The method is flexible, as we are free to choose the output, or tar-
get, parameter for the MDN. This allows us to ask specific ques-
tions, i.e. test hypotheses, about an arbitrary (combination of)
model parameter(s), such as the depth of a seismic discontinuity
or the average density in a region. In addition, we can construct
2-D pdfs to investigate the trade-offs between parameters, given
the constraint offered by the available data.

We investigate the information on radial Earth structure that is
contained in various seismic observations and assess the robust-
ness of features in existing reference models, such as PREM. Our
aim is threefold. First, we illustrate the flexibility of the method
to investigate specific parameters in our earth model. In the
process, we can assess the uncertainties in the corresponding esti-
mates and the information content of the data. Second, we exploit
the constraint on earth model parameters provided by recently-
measured normal mode splitting functions (Deuss et al., 2013;
Koelemeijer et al., 2013; Koelemeijer, 2014). We perform a non-
linear Bayesian inversion of the available data for radial Earth
structure in terms of VP;VS, density, bulk and shear attenuation.
We focus on specific parameters in the radial distributions rather
than presenting a new radial earth model. Third, we investigate
potential trade-offs between parameters in the context of radial
anisotropy.

This paper is structured as follows. First, we describe the earth
model parametrisation and the normal mode data. Second, we
train MDNs to construct 1-D marginal posterior pdfs for the
parameters in our radial earth model. Third, we address trade-offs
between model parameters related to anisotropy. Finally, we dis-
cuss the efficacy of a joint inversion of normal mode and travel
time data by analysing the information content of the various data
sets.
2. Model parametrisation

We base our model parametrisation on that used for PREM and
parametrise the radial (1-D) structure of the Earth in terms of
VP ;VS, density (q), the anisotropic parameter g and bulk and shear
attenuation (1/Qj and 1/Ql, respectively). The model is parametr-
ised on a discrete set of 185 grid points (as one of the options in the
Mineos package (Masters et al., 2011)) and the depths of disconti-
nuities are allowed to vary. These points, or knots, are used by Min-
eos for a cubic spline interpolation to obtain a continuous
representation with depth (between discontinuities). No correla-
tions between physical parameters are imposed, i.e. velocity, den-
sity, g and attenuation profiles are constructed independently from
each other. Within each profile, except for attenuation, we intro-
duce correlations between adjacent points away from discontinu-
ities to exclude physically implausible, i.e. non-smooth or
oscillatory, models and restrict the size of the model space. In addi-
tion, we impose constraints on the mass and moment of inertia of
the earth models using estimates from Chambat and Valette
(2001). The details of the parametrisation are given in A.

We consider two different classes of parametrisation for the
anisotropic structure. In a first setup, we allow for radial anisot-
ropy in the uppermost mantle between the Moho and the
220 km discontinuity (‘‘220’’), as in PREM, which is parametrised
by the vertically (VPV ;VSV ) and horizontally (VPH;VSH) polarised
wave velocities and g (Dziewoński and Anderson, 1981). In a sec-
ond setup, we adopt a similar anisotropic parametrisation in the
whole mantle and in the inner core.

We generate 100,000 synthetic models, which are randomly
drawn from the prior model distribution. Fig. 1 shows the parame-
ter range spanned by the prior model space and a number of exist-
ing 1-D reference models for the upper mantle. Prior ranges for the
various parameters in our model are given in Tables A.2–A.4.
3. Methodology

We use artificial neural networks to solve the non-linear Bayes-
ian inverse problem. Neural networks can approximate an arbi-
trary non-linear function, using a set of examples of
corresponding input–output pairs. These examples are presented
to a network in a so-called training process, during which the free
parameters of a network are modified to approximate the function
of interest. The particular class of neural network we use here, the
MDN, takes seismological observations as input and outputs the
parameters governing a conditional probability distribution (B).
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We closely follow the methodology outlined in de Wit et al. (2013).
We refer the reader to this work and references therein to Bishop
(1995) and, for instance, Meier et al. (2007) for details.

Neural network training is sensitive to the random initialisation
of the network parameters. Therefore, it is common practice to train
several neural networks with different initialisations, and subse-
quently choose the network which performs best on a given syn-
thetic test data set, e.g. Bishop (1995). de Wit et al. (2013) trained
30 independent networks; the network which performed best on
the test set was used to draw inferences from the observed data.

Here, we extend the method by employing ensembles of MDNs, as
used by—for instance—Cornford et al. (1999) and Käufl et al. (2014).
Ensembles, or committees, of networks can result in better general-
isation, i.e. achieve a better prediction accuracy on unseen data, e.g.
Bishop (1995). The ensemble output is formed by a weighted aver-
age of the members, where the individual weights are determined
by each network’s performance on the same test set (B).
4. Data

We use centre frequencies and mode quality factors derived
from 185 self-coupled spheroidal mode splitting functions up to
10 mHz, the majority of which were measured by Deuss et al.
(2013). This recent catalogue contains modes sensitive to VP and
inner core structure. We supplement this catalogue with similar
measurements for Stoneley modes (Koelemeijer et al., 2013) and
fundamental modes 0S22�0S30 and the mode 2S17 (Koelemeijer,
2014). Note that both centre frequencies and mode quality factors
are only sensitive to radial (1-D) structure and thus only depend on
the degree-zero splitting function coefficients c00. Other splitting
function coefficients are not used in our analysis, since they relate
to lateral variations in Earth structure.

We use the Mineos package (Masters et al., 2011) to calculate
exact normal mode frequencies and quality factors for all
100,000 synthetic 1-D earth models. Self-gravitation is taken into
account for frequencies below 30 mHz and a reference period of
1 s is used for the attenuative dispersion correction. Since Mineos
does not compute the centre frequency and quality factor of mode
0S4 for �2.5% of the synthetic models due to inherent computa-
tional limitations, we exclude this mode from our data set. The
synthetic data for the normal modes thus consist of 184 free oscil-
lation centre frequencies and quality factors.

We corrupt the synthetic data by adding Gaussian noise with
zero mean and a standard deviation given by the uncertainty esti-
mate accompanying each measurement (Deuss et al., 2013;
Koelemeijer et al., 2013; Koelemeijer, 2014). The measurement
errors were estimated using a cross-validation approach; it should
be noted that this approach may not fully account for any system-
atic uncertainties. Further, PREM was used as a reference model in
the iterative damped least-squares inversion of normal-mode
spectra for splitting function coefficients, e.g. Deuss et al. (2013).
As such, the coefficients could in theory include a bias towards
PREM. However, Deuss et al. (2013) specify that the centre frequen-
cies and quality factors—or the coefficient c00 from which these
quantities are derived—are the most robust parameters in their
inversion, to which no damping is applied; therefore, we assume
that the bias is minimal.
5. Results

5.1. Network configuration

For all results presented in this study, we train MDNs with 40
hidden units and a Gaussian mixture consisting of 15 Gaussian ker-
nels. The number of free parameters in an MDN Nw is given by
Nw ¼ ðI þ 1Þ � J þ ðJ þ 1Þ � K; ð1Þ

where I; J and K are the number of input, hidden and output units,
respectively (Bishop, 1995). For a 1-D target parameter and 15
Gaussian kernels, an MDN has 45 output parameters (the means,
the standard deviations and the relative importance of the Gaussian
kernels). In combination with a 184-D input and 40 hidden units,
such an MDN has 9245 free parameters. Networks are trained using
the Scaled Conjugate Gradient (SCG) algorithm (Møller, 1993) for a
maximum of 5000 iterations.

As in de Wit et al. (2013), we employ early stopping, which
means that network training is halted when the error of a separate
validation set reaches a minimum. We use 80% of the 100,000 pat-
terns in the synthetic data set for training, 15% for the validation
set and the remaining 5% for the test set. We train an ensemble
of 48 networks for each target. For each network realisation, the
synthetic data are randomly divided over training, validation and
test sets to enhance the generalisation capability of the ensemble.

5.2. Network target parameters

As we pointed out earlier, we can choose any (combination of)
parameter(s) in the radial earth model as a target parameter for the
MDNs. We aim at asking specific questions, i.e. we test hypotheses,
rather than inferring a complete earth model that best fits the data.
Our focus lies on discontinuities in the earth model; we investigate
their depths and the amplitudes of the corresponding jumps in
velocity and density. In particular, we address the ICB depth, the
associated density contrast and the existence of the ‘‘220’’ discon-
tinuity in the 1-D earth model. Further, we study the average
velocities and density in the D00 region and test the hypothesis of
a density excess in the lower(most) mantle. In addition, we infer
the mean velocities and density in the upper mantle. In the
remainder of this section, we show the results for these parameters
in order of decreasing depth. Finally, we investigate the bulk and
shear attenuation.

5.2.1. Influence of radial anisotropy
We consider two different classes of radial anisotropy in our

earth models (A): (i) radial anisotropy in the uppermost mantle
(similar to PREM) and (ii) radial anisotropy in the whole mantle
and inner core. While spheroidal modes are sensitive to all the
radial anisotropy parameters, we would only expect to image them
together with toroidal mode data. Therefore, we show results for
the parametrisation in which the uppermost mantle is character-
ised by radial anisotropy (similar to PREM). These inferences are
conditioned on the assumption that the rest of the mantle and
inner core are isotropic. We use the second (fully anisotropic) para-
metrisation to address possible trade-offs with deeper anisotropic
parameters in Section 6.1. Note that the outer core is set to be iso-
tropic in both parametrisations.

5.3. Inferences on radial Earth structure

For networks trained on discontinuity depths, velocities, den-
sity and g, we select the centre frequencies as input. MDNs trained
on attenuation use the mode quality factors as input. We evaluate
the performance of each network ensemble by comparing the tar-
get value for 5000 test set samples with the Maximum A Posteriori
(MAP) estimate of the ensemble output. The MAP estimate repre-
sents the parameter value that is assigned the highest probability
in the posterior pdf. As an additional check, we investigate the pre-
diction accuracy of the trained ensemble for PREM.

Further, we quantify the information content of the data for
each target parameter by computing the Kullback–Leibler diver-
gence DKL in bits (C) between the 1-D marginal posterior and prior
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pdfs, e.g. MacKay (2003). DKL measures the information gain, or rel-
ative entropy, for a particular model parameter upon observing the
data, e.g. Meier et al. (2007), Käufl et al. (2014). For reference, con-
sider a 1-D Gaussian distribution with mean l and standard
deviation r; when comparing this distribution to one with the
same mean and standard deviation 1

2 r, the information gain is
1.16 bits. If we do not extract unique information from the data,
i.e. information not contained in our prior pdf, the information gain
DKL ¼ 0. This could occur if the data have no sensitivity to a region
within the Earth. In such a case, the MDN output will resemble the
prior pdf (de Wit et al., 2013).

5.3.1. Discontinuity depths
Table 1 summarises the posterior statistics for the seven discon-

tinuities by the MAP estimate h and its asymmetric 2r error bars,
corresponding to 1=e2 levels in the unit normalised 1-D marginal
posterior pdfs. Our analysis shows that normal mode data con-
strain the depths of the ICB, the core-mantle boundary (CMB),
‘‘660’’ and Moho, as indicated by the information gain, which is
2.5 bits or more for these parameters (Table 1). The depths of the
top of the D00 layer, the ‘‘410’’ and the ‘‘220’’ are not constrained,
i.e. DKL < 1:0 bits. As an example, Fig. 2 shows the results for the
test set, PREM and the observed data for the ICB. Prediction accu-
racy is high for the patterns in the test set and for PREM.

The inversion of the normal mode measurements results in
clear deviations from the PREM reference values. This is to be
expected for the ‘‘660’’, which is commonly found to be at a depth
of 660 km in (radial) earth models but is fixed to 670 km in PREM,
e.g. Deuss et al. (2013). For this parameter, h ¼ 663:7 km, although
PREM is included at the 2r level (h ± 2 r = 650.3–676.2 km). The
ICB (h ¼ 5160:1 km) lies significantly deeper than in PREM
(5149.5 km) and ak135 (5153.5 km), which are both outside the
�2r range (Fig. 2, Table 1). We discuss the inference on the ICB
depth in more detail in Section 6.3. The data indicate a strong pref-
erence for a CMB at a shallower depth (h ± 2r = 2886.5–2890.7 km)
than in PREM and ak135. The posterior pdf for the Moho
Table 1
Posterior statistics for the seven discontinuity depths in kilometres, in terms of the
MAP estimate h and asymmetric 2r model error bars, corresponding to 1=e2 levels in
the unit normalised 1-D marginal posterior pdfs. The corresponding PREM and ak135
values are given for comparison. The last column shows the information gain DKL in
bits (C).

Discontinuity PREM ak135 h h� 2r hþ 2r DKL [bits]

ICB 5149.5 5153.5 5160.1 5154.7 5165.7 4.7
CMB 2891.0 2891.5 2888.6 2886.5 2890.7 13.8
D00 (top) 2741.0 2740.0 2722.4 2721.0 2761.0 0.0
‘‘660’’ 670.0 660.0 663.7 650.3 676.2 2.5
‘‘410’’ 400.0 410.0 386.2 370.0 413.8 0.7
‘‘220’’ 220.0 — 200.9 200.0 240.0 0.0
Moho 24.4 35.0 36.2 20.8 47.3 3.4

5129.5 5149.5 5169.5
5129.5

5149.5

5169.5

MAP estimate

Ta
rg

et
 v

al
ue

5129.5 5149.5 5169.5
Depth [km]

p(
m

|d
te

st
)

R = 0.968

Fig. 2. Ensemble of MDNs trained on the depth of the ICB. The left-hand panel shows
between the MAP estimate and the target value and quantified by the correlation coeffici
(red) and the target value (black, dashed) for a test set pattern (second panel from the lef
value in the right-hand panel is shown as a reference and does not represent a target for
are shown in cyan. (For interpretation of the references to colour in this figure legend, t
(h ¼ 36:2 km) is in accord with the continental structure of ak135
(35.0 km), but also includes the PREM value (24.4 km) at the 2r
level.

5.3.2. The density contrast at the ICB
The ICB marks the deepest phase transformation in the Earth.

The growth of the inner core forms a source of energy that powers
the geodynamo, with the amount of energy delivered through
compositional convection strongly dependent on the density con-
trast across the ICB, e.g. Masters and Gubbins (2003). Therefore,
knowledge of the density contrast across this boundary (DqICB) is
crucial to our understanding of the generation of the Earth’s mag-
netic field. The density jump can be inferred from various seismic
observables, but estimates of this parameter in a spherically sym-
metric Earth vary significantly in the literature. One approach uses
normal modes that are sensitive to the inner core to infer the
amplitude of the contrast, e.g. Masters and Gubbins (2003), who
find 0.82 � 0.18 g cm�3. PREM is largely based on normal mode
data and has DqICB = 0.60 g cm�3, similar to the value in ak135f
(0.56 g cm�3, Montagner and Kennett (1996)).

A second technique considers the amplitude of the core
reflected phase PKiKP, and its ratio with respect to the amplitude
of PcP. Using PKiKP/PcP amplitude ratios, Cao and Romanowicz
(2004) find a range of values 0.6 – 0.9 g cm�3 with a preferred
value of 0.85 g cm�3. Koper and Dombrovskaya (2005) infer a
lower value of 0.52 � 0.24 g cm�3, as do Shearer and Masters
(1990), who find a best fitting value of 0.55 g cm�3. Approximate
upper limits to the density jump, as derived from body wave stud-
ies, are 1.0 g cm�3 (Shearer and Masters, 1990) and 1.1 g cm�3

(Tkalčić et al., 2009).
Gubbins et al. (2008) point out that the two data types are sen-

sitive to Earth structure on different length scales, which could
explain discrepancies between estimates of the density contrast.
Body waves are sensitive on a length scale of several kilometres,
whereas the normal modes used in our study have radial wave-
lengths on the order of hundreds of kilometres. Gubbins et al.
(2008) reconcile the different density contrasts from body wave
and normal mode studies and estimates of inner core heat flux
by introducing a thermochemical boundary layer at the base of
the Earth’s outer core.

The flexibility of our method allows us to investigate the den-
sity contrast across the ICB on different length scales, although
we are fundamentally limited by the resolving power (or wave-
lengths) of the normal modes. We train ensembles of MDNs on
two different target parameters: (i) the density contrast at the
boundary (DqICB), given by the difference in density between the
two points representing the ICB in our model parametrisation,
and (ii) the density contrast over a wider region spanning a few
hundred kilometres. For all synthetic models and PREM, we calcu-
late the average density in two �200 km wide regions above and
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Table 2
Similar to Table 1, but for DV ICB

P ;DV ICB
S and DqICB at the ICB and the difference between

the average VP ;VS and density in �200 km wide regions above and below the ICB.

PREM ak135f h h� 2r hþ 2r DKL [bits]

DV ICB
P

0.67 0.75 0.56 0.39 0.73 3.4

DV ICBðWideÞ
P

0.77 0.80 0.66 0.56 0.76 7.0

DV ICB
S

3.50 3.50 3.47 3.43 3.56 0.3

DV ICBðWideÞ
S

3.53 3.53 3.48 3.45 3.58 0.5

DqICB 0.60 0.56 0.73 0.52 0.94 2.3

DqICBðWideÞ 0.70 0.67 0.82 0.67 0.97 3.9

Table 3
Similar to Table 1, but for VP ;VS and �q in the D00 layer. Values are given as percentage
deviations from PREM.

PREM h [%] h� 2r [%] hþ 2r [%] DKL [bits]

VP [%] 13.70 [km/s] �0.9 �1.7 �0.0 6.9

VS [%] 7.27 [km/s] �1.3 �2.1 �0.5 8.1
�q [%] 5.53 [g/cm3] 1.5 0.4 2.5 6.0
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below the ICB. The difference between the averages forms the new
density jump (DqICBðWideÞ).

For the first case, network predictions are accurate, as indicated
by the performance on test set samples and PREM (Fig. 3). The MAP
estimate for the observed data (0.73 g cm�3) is higher than in PREM
and ak135f. The 2r error levels span a range of 0.52 – 0.94 g cm�3

(Table 2). For the second target parameter, network prediction
accuracy increases and the width of the posterior pdfs decreases.
Again, the observed data assign most probability to values higher
than in PREM and ak135f. On the 2r level, the density jump lies
in the range 0.67 – 0.97 g cm�3, with an MAP estimate of
0.82 g cm�3, which is comparable to the result of Masters and
Gubbins (2003) (0.82 � 0.18 g cm�3) and in agreement with the
upper limits of Shearer and Masters (1990) (�1.0 g cm�3) and
Tkalčić et al. (2009) (�1.1 g cm�3).

Our uncertainty estimates naturally encompass the discrepan-
cies between the estimates of earlier studies. Thus, we cannot dif-
ferentiate between these estimates, given the constraint provided
by the data we used here; their respective differences relate to
the non-uniqueness of the inverse problem and the differences in
the data used.

We also investigate the jumps in VP and VS across the ICB. The
jump in VP is resolved by the data, while the VS contrast is poorly
constrained (DKL < 1:0 bits, Table 2). Whereas the density jump is
probably larger than in PREM and ak135f, the VP contrast is likely
smaller.
5.3.3. Average velocity and density in D00

We train networks for the average VP and VS (VP and VS, respec-
tively) and density (�q) in the D00 layer. The region is 150 km wide in
PREM, but its thickness varies throughout the training data set due
to the change in depth of the two enclosing discontinuities. The
data provide a strong constraint on the parameters
(DKL P 6:0 bits, Table 3). The MAP estimates for VP and VS are
respectively 0.9% and 1.3% lower than in PREM, which lies outside
the 2r range for both parameters. The mean density in the D00

region is 1.5% higher than in PREM, in agreement with for instance
Beghein et al. (2006), who find a mean density excess of�1.5% with
respect to PREM, and ak135f (Montagner and Kennett, 1996), in
which the average density in the D00 layer deviates by 3.7% from
PREM.
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Fig. 3. Ensembles of MDNs trained on the density contrast DqICB at the ICB (first row) a
below the ICB (second row). The panels are similar to those shown in Fig. 2.
5.3.4. Excess density in the lowermost mantle
Kellogg et al. (1999) propose a compositionally distinct layer of

�500 km at the bottom of the mantle and estimate that such a
layer would be stable for a density excess of �1% (with respect
to an isochemical mantle). From a linear analysis of normal mode
data, Masters and Gubbins (2003) infer a possible excess of 0.4%
with respect to a value of 5.45 g cm�3 (the median value of the
models in their analysis), but they note that this value is within
observational uncertainties. Alternatively, the whole lower mantle,
ranging from the CMB to the ‘‘660’’, may be slightly more dense,
which would imply that the excess density in the lowermost
�500 km of the mantle is less than 0.4%. We investigate whether
a density excess in the lower mantle could exist and, if so, whether
this density excess is distributed throughout the lower mantle or
whether the data can be explained by a strong density excess in
the D00 region and a PREM-like lower mantle.

First, we consider �q in three layers of variable thickness, ranging
from the CMB and upwards: (i) 2891–2376 km, (ii) 2891–1792 km,
and (iii) the whole lower mantle (2891–670 km), i.e. ranging up to
the ‘‘660’’. The uncertainties in the density estimates are relatively
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Table 4
Similar to Table 1, but for �q in three layers in the lower mantle, both including and
excluding the D00 region (2891–2741 km). Values are given as percentage deviations
from PREM.

Depth [km] PREM [g/cm3] h [%] h� 2r [%] hþ 2r [%] DKL [bits]

2891–2376 5.44 0.8 0.4 1.1 10.0
2891–1792 5.29 0.6 0.3 0.9 10.7
2891–670 5.00 0.4 0.1 0.7 10.4
2741–2376 5.40 0.2 �0.2 0.6 9.6
2741–1792 5.25 0.2 �0.1 0.6 11.0
2741–670 4.96 0.1 �0.1 0.4 10.8
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low for these thick layers and the data prefer a positive density
anomaly (Table 4).

Second, we invert for �q in three layers that exclude the D00

region, i.e. layers ranging from the top of the D00 region and
upwards: (i) 2741–2376 km, (ii) 2741–1792 km, and (iii) 2741–
670 km. For all three layers, the MAP estimates indicate a prefer-
ence for a weak yet positive density anomaly (h = 0.1% or 0.2%),
but the data do not uniquely constrain the existence of a density
anomaly nor its sign on the 2r level (Table 4).

Thus, with the data used here we cannot uniquely determine
whether a density excess with respect to PREM is distributed
throughout the lower mantle. If we compare the pdfs for the target
parameters including and excluding the D00 region, the data clearly
prefer a density excess in the D00 layer, as was evident from Table 3.

5.3.5. The upper mantle
We train networks for VP;VS and �q in three layers in the upper

mantle: (i) the transition zone (TZ), which is bordered by the ‘‘660’’
and ‘‘410’’ discontinuities, (ii) the region between the ‘‘410’’ and
the ‘‘220’’ (‘‘410–220’’) and (iii) the uppermost mantle between
the ‘‘220’’ and the Moho (‘‘220-Moho’’). All nine parameters are
resolved by the data, although to varying degrees (Table 5). In par-
ticular, the data contain much information on density (DKL P 7:4)
and the parameters in the TZ (DKL P 4:7).
Table 5
Information gain DKL in bits for VP ;VP and �q in the TZ,
the ‘‘410–220’’ region and the ‘‘220-Moho’’ region
(Fig. 4).

TZ ‘‘410–220’’ ‘‘220-Moho’’

VP 8.2 3.5 5.5

VS 4.7 7.3 3.4
�q 9.7 7.4 7.5
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Fig. 4. 1-D marginal posterior pdfs for VVoigt
P (left-hand panel), VVoigt

S (middle panel) and
respect to PREM. The probability for each 1-D pdf is rescaled so that the maximum equals
contours, respectively.
The TZ is 270 km wide in PREM, but its thickness varies
throughout the training data set with the change in depth of the
two enclosing discontinuities. The MAP estimates for the mean
VP and VS deviate respectively 0.5 and �0.7% from PREM, but the
data do not uniquely determine the existence of a deviation from
PREM in either velocity on the 2r level (Fig. 4). For the average
TZ density, most of the probability mass in the pdf lies at values
lower than in PREM, with a most probable estimate of �0.5%, in
contrast to a positive density anomaly found by Beghein et al.
(2006). However, we note that the posterior pdf inferred by
Beghein et al. (2006) is relatively wide, i.e. extends down to �2%
with respect to PREM on the 2r level; our uncertainty estimate is
narrower and falls within this range. For the ‘‘410–220’’ region,
we find a negative deviation from PREM for VP (h ± 2r = �6.0%–
�1.4%). A possible deviation from PREM is not constrained on the
2r level for VS and �q.

The uppermost mantle, which is enclosed by the ‘‘220’’ and the
Moho, is radially anisotropic in our parametrisation. Therefore, we
analyse the Voigt averages of VP and VS, the density and the aniso-
tropic parameter g. The Voigt averages can be interpreted as the
isotropic representation of the wave velocities in an anisotropic

medium and are defined as VVoigt
P ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðV2

PV þ 4V2
PHÞ=5

q
and

VVoigt
S ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2V2

SV þ V2
SHÞ=3

q
for VP and VS, respectively. The region is

195.6 km wide in PREM, but its thickness varies throughout the
training data set with the change in depth of the two enclosing dis-

continuities. For the observed data, the MAP estimates for VVoigt
P

and VVoigt
S are respectively 3.1% and 1.6% higher than in PREM,

which lies outside the �2r range for VVoigt
P (Fig. 4). The higher

VVoigt
P and VVoigt

S are in agreement with reference models such as
ak135 and STW105, which compensate for the absence of a discon-
tinuity at 220 km with velocities in the overlying region that are
higher than in PREM (Fig. 1). We will investigate the relation with
the ‘‘220’’ further in Section 5.3.6. The average density in this
region is in agreement with PREM. This disagrees with a likely neg-
ative density anomaly inferred by Beghein et al. (2006), but again
we note that their pdf is more conservative, i.e. represents a larger
uncertainty, than the 1-D marginal pdf we obtained here. The aver-
age anisotropic parameter �g in the ‘‘220–Moho’’ region is weakly
constrained by the data (DKL ¼ 1:0 bits), but the �2r error levels
span a wide range of 0.91–0.99 (�g ¼ 0:94 in PREM).

Further, we train ensembles of MDNs on the jumps in VP ;VS and
density across the ‘‘660’’ and ‘‘410’’ discontinuities. For the ‘‘660’’,
the posterior pdfs for VP and VS are centred on PREM (Table 6).
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Table 6
Similar to Table 1, but for the jumps in VP ;VS and q across the ‘‘660’’ and ‘‘410’’
discontinuities.

PREM ak135f h h� 2r hþ 2r DKL [bits]

DV660
P [km/s] 0.49 0.59 0.52 0.24 0.79 2.1

DV660
S [km/s] 0.37 0.35 0.40 0.24 0.55 2.0

Dq660 [g/cm3] 0.39 0.31 0.43 0.34 0.51 4.5

DV410
P [km/s] 0.23 0.33 0.60 0.23 0.95 2.0

DV410
S [km/s] 0.16 0.21 0.17 �0.03 0.38 3.0

Dq410 [g/cm3] 0.18 0.42 0.14 0.02 0.26 6.1

Table 7
Similar to Table 1, but for DV220

PðVoigtÞ;DV220
SðVoigtÞ and Dq220.

PREM h h� 2r hþ 2r DKL [bits]

DV220
PðVoigtÞ [km/s] 0.56 0.10 �0.44 0.61 1.1

DV220
SðVoigtÞ [km/s] 0.20 0.07 �0.17 0.31 1.6

Dq220 [g/cm3] 0.08 0.09 �0.09 0.27 3.4
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The density jump is resolved best (DKL ¼ 4:5 bits) and tends
towards slightly higher values. This is in agreement with our find-
ing that the average density in the TZ may be slightly lower than in
PREM (Fig. 4). For the ‘‘410’’, the jumps in VS and density are in
accord with PREM. The MAP estimate for the VP contrast is rela-
tively large (h ¼ 0:60 km=s), although PREM (0.23 km/s) lies just
within our uncertainty bounds.
5.3.6. Existence of a discontinuity at 220 km
The hotly-debated Lehmann discontinuity at 220 km depth is

another good target for our flexible method. The discontinuity
has been observed by many workers using several distinct data
types (see e.g. Deuss et al. (2013) for a review). Consensus seems
to have been reached on its regional existence, but its nature and
whether the discontinuity extends globally are still debated. The
controversy is illustrated by the presence, e.g. PREM, and absence,
e.g. ak135, of the discontinuity in existing reference earth models.

We construct target parameters similar in fashion to those used
to investigate the velocity and density contrasts at the ‘‘660’’ and
‘‘410’’ and invert for the jumps in VVoigt

P ;VVoigt
S and density at the

‘‘220’’. Our aim is to investigate the probability that the contrasts
at the ‘‘220’’ in these parameters is positive, as they are in PREM.
We show a test set pattern in Fig. 5 with a near-zero jump, which
we interpret as the absence of a discontinuity, to demonstrate the
ability of the trained network ensemble to make correct predic-
tions for such an earth model.
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Fig. 5. Ensembles of MDNs trained on DV220
PðVoigtÞ (first row), DV220

SðVoigtÞ (second row) and Dq2

panels are similar to those shown in Fig. 2. (For interpretation of the references to colou
We find that the data prefer contrasts in VVoigt
P (h ¼ 0:10 km=s)

and VVoigt
S (h ¼ 0:07 km=s) at the ‘‘220’’ that are smaller than in

PREM (Table 7). However, the information gain is relatively low
(DKL 6 1:6 bits) and the 1-D posterior pdfs include both zero (no

jump) and PREM-like values (Fig. 5). The smaller jump in VVoigt
P is

in agreement with the higher VVoigt
P in the ‘‘220-Moho’’ region

and the lower VP in the ‘‘410–220’’ region (Fig. 4). Similarly, the

smaller contrast in VVoigt
S corresponds to a higher VVoigt

S in the
‘‘220-Moho’’ region. By contrast, the density contrast is similar to
PREM, although the data do not exclude a (near-) zero amplitude
on the 2r level. The probability of a positive jump can be extracted

from the marginal pdfs and is 0.63 DV220
PðVoigtÞ

� �
, 0.72 DV220

SðVoigtÞ

� �
and

0.84 Dq220
� �

. Thus, the normal mode data cannot determine with
certainty the presence or absence of a discontinuity at 220 km in

the radial Earth structure, particularly for VVoigt
P and VVoigt

S . If a dis-
continuity exists, the jump in density and both velocities is proba-
bly small (�0.1 g/cm3, �0.1 km/s).

5.3.7. Attenuation
We train MDNs that take the normal mode Q measurements as

input and produce bulk and shear attenuation parameters, 1/Qj

and 1/Ql, respectively, as output. The 13 Qj and Ql parameters
are independently drawn from prior distributions that are uniform
on a logarithmic scale (A.2). Fig. 6 shows the 1-D posterior pdfs for
the 13 Ql and Qj parameters, as well as the 1-D earth models
PREM, ak135f (Montagner and Kennett, 1996) and QL6 (Durek
and Ekström, 1996). In addition, we show the most probable values
obtained from a sampling-based inversion of surface wave and
normal mode attenuation measurements (Resovsky et al., 2005).
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Note that our inferences and the mentioned 1-D earth models are
based on the assumption of frequency-independent attenuation,
despite the consensus that Ql / xa with a between 0.1 and 0.5
(e.g. Romanowicz and Mitchell, 2007), which may result in a bias
in estimates of Ql (Lekić et al., 2009).

The information content is DKL P 3:1 bits for all Ql parameters
(Table 8). This indicates that the data are sensitive to the attenua-
tion structure in both inner core and mantle, given the particular
model parametrisation we haven chosen. For most Ql parameters,
we find that our MAP estimates deviate from PREM in a similar
fashion to the most probable values reported by Resovsky et al.
(2005). Notable exceptions are the high-velocity lid and crust, for
which we find a lower Ql, and the middle layer in the lower man-
tle, for which the data prefer a higher Ql that is similar to the value
in ak135f.
Table 8
Information gain DKL in bits for the 13 bulk and shear attenuation parameters.

Ql Region DKL [bits]

Inner core (IC)
6371–5760 km 3.4
5760–5150 km 8.3
Outer core (OC) —
Lower mantle (LM)
2891–2157 km 13.2
2157–1428 km 12.3
1428–670 km 13.1
Transition zone (TZ) 11.5
410–220 6.3
Low-velocity zone (LVZ) 9.4
High-velocity lid + crust 5.1

Qj Region DKL [bits]

Inner core (IC) 2.2
Outer core (OC) 6.4
Lower mantle (LM) 6.3
Upper mantle (UM) 2.8
In comparison to the 1-D models shown in Fig. 6, we parametr-
ised the inner core shear attenuation using an additional layer. The
shear Q in the upper half of the inner core is in agreement with
existing models (h ¼ 89), but we observe a preference for a lower
shear Q in the lower half of the inner core (h ¼ 43). We estimate
the compressional attenuation using these values for Ql, our
MAP estimate for Qj of 2243, VP ¼ 11:1 km s�1;VS ¼ 3:6 km s�1

and the relation (Anderson and Hart, 1978)

Q�1
a ¼

4
3

VS

VP

� �2

Q�1
l þ 1� 4

3
VS

VP

� �2
" #

Q�1
j : ð2Þ

We find Qa � 510 and Qa � 274 in the upper and lower half of
the inner core, respectively. This contrasts with the consensus in
the literature that both compressional and shear attenuation
decrease with depth in the inner core (see Romanowicz and
Mitchell (2007) for a review). Andrews et al. (2006) showed that
measurements of inner core Q could be biased by neglecting mode
coupling. This could influence the data we use here, which only
contains self-coupled modes, and requires further investigation.

The existence of an innermost inner core, with approximate
radius between 300 and 600 km, has been suggested previously
based on studies of anisotropy, e.g. Ishii and Dziewoński (2002);
Beghein and Trampert, 2003, and attenuation, e.g. Li and Cormier
(2002); Cormier and Stroujkova, 2005, in the inner core, although
Lythgoe et al. (2014) find that an innermost inner core is not
required to explain PKIKP travel times. A review of studies on the
inner core structure and dynamics can be found in e.g.
Alboussière and Deguen (2012); Deguen, 2012. Admittedly, we
cannot address the structure of the inner core in detail within
the limitations of our two-layer parametrisation. However, we ver-
ified that the MDNs make accurate predictions for PREM and test
set models with similar Ql values in the two inner-core layers.
By contrast, the normal mode data used here strongly prefer a
non-homogeneous structure.
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The data contain less information on Qj, most notably for the
bulk attenuation in the inner core and upper mantle (Table 8).
Our results indicate that Qj in the mantle and the outer core is
lower than in PREM. In the upper mantle, our MAP estimate for
Qj (h ¼ 1338) is similar to model QL6. In contrast to Resovsky
et al. (2005), we find a relatively low Qj in the inner core
(h ¼ 2243) that is similar to PREM. However, we note that the pos-
terior pdf is strongly asymmetric and spans several orders of mag-
nitude (hþ 2r ¼ 195349, Fig. 6).
6. Discussion

6.1. Trade-offs with anisotropy

Since spheroidal mode data alone do not fully constrain radial
anisotropy, we showed results for the PREM-like parametrisation,
in which only the uppermost mantle is characterised by radial
anisotropy. However, it is instructive to investigate whether
trade-offs between (anisotropic) parameters exist, in light of the
information contained in the spheroidal modes. To this end, we
train MDNs on the same target parameters as in Section 5, but
for the second parametrisation with an anisotropic inner core
and mantle, and compare the resulting 1-D posterior pdfs with
those for the isotropic parametrisation (Figs. 7 and D.2). To quan-
tify their similarity, we compute the percentage of overlap
between the pdfs; a low overlap indicates that trade-offs related
to potential anisotropy influence the result of the inversion. The
discrepancies between the pdfs illustrate where we need to con-
strain radial anisotropy in the model. As an example, we discuss
the average velocities and density in the D00 region and the CMB
depth and analyse possible trade-offs between anisotropic
parameters.

For the D00 region, we find a strong discrepancy between the
pdfs for the two parametrisations (Fig. 7). Additional trade-offs
result in larger uncertainties and hence a lower information gain,
especially for the density (Table 9). This may not be surprising,
as the D00 region is in general believed to be (radially) anisotropic,
at least in terms of VP and the anisotropic parameter g, e.g.
Montagner and Kennett (1996); Beghein et al., 2006. The sign of
Table 9
Information gain DKL in bits for VP ;VP and �q in the D00

region and the CMB depth for the partly and fully
anisotropic model parametrisation (Fig. 7).

Anisotropy Partly Fully

VVoigt
P

6.9 2.3

VVoigt
S

8.1 1.4

�q 6.0 0.3
CMB 13.8 8.7
a possible deviation from PREM is not constrained on the 2r level
for both velocities and density (red lines, Fig. 7). Further, we
observe that the MAP estimates for VVoigt

P and �q are opposite in sign
compared to the results for the isotropic parametrisation.

We further investigate whether the weaker constraint is the
result of trade-offs related to anisotropic parameters. Therefore,
we construct 2-D marginal pdfs for two model parameters m1

and m2 using the decomposition, e.g. Tarantola (2005),

rðm1;m2jdÞ ¼ rðm2jm1;dÞrðm1jdÞ; ð3Þ

where the l.h.s. 2-D marginal pdf is given by the product of the 1-D
marginal pdf rðm1jdÞ and the conditional pdf rðm2jm1;dÞ, i.e. the
pdf for m2 conditioned on m1. All pdfs in Eq. 3 are conditioned on
the observed data d. For both pdfs in the r.h.s. product, a separate
MDN is trained. Note that it is straightforward to train MDNs on
conditional pdfs; this merely requires the conditional model param-
eter(s) to be appended to the input pattern (de Wit et al., 2013).

Fig. 8 shows an example of 2-D pdfs for �g versus both VVoigt
P and

VVoigt
S in the D00 region. �g is unresolved by the data, as is evident

from the 1-D marginal pdf (left-hand panels). In both cases, the
conditional and the 2-D marginal pdfs show a clear correlation
between �g and the velocities. The trade-offs in the 2-D pdfs indi-
cate that the data do not uniquely constrain the individual param-
eters. If we impose isotropy in the D00 region a priori, i.e. g ¼ 1, we
would infer a different VVoigt

P and VVoigt
S than if anisotropy is present.
6.1.1. Constraining radial anisotropy
For some of our model parameters, we do not obtain a similar

pdf for the two parametrisations (Figs. 7 and D.2), which highlights
the need to constrain radial anisotropy in the whole earth model.
We can potentially resolve these (anisotropic) parameters better,
and thereby reduce trade-offs between parameters, if we augment
the spheroidal mode data with complementary measurements,
such as toroidal modes and surface waves. We did not use such
data here and limited our inversion to spheroidal mode data. How-
ever, the input to a neural network can easily be extended by such
additional data; the same flexibility applies as we have already
highlighted for the target parameters.

Finally, we note that our radially anisotropic parametrisation in
the inner core ignores a part of the existing knowledge of this
region. This choice was deliberate, since we used centre frequen-
cies and quality factors that are only sensitive to the radial
(degree-zero) structure. Inner core anisotropy can be better
described by a cylindrical symmetry with the symmetry axis
aligned with the Earth’s rotation axis, e.g. Morelli et al. (1986),
Woodhouse et al. (1986). However, such cylindrical symmetry
manifests itself in splitting function coefficients of higher degrees,
which we did not use in this work. We checked whether the
assumption of radial anisotropy in the inner core biased the results
of the second (anisotropic) parametrisation by constructing a new
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Fig. 8. Construction of 2-D marginal posterior pdfs via Eq. 3 for VVoigt
P (top row) and VVoigt

S (bottom row) versus �g in the D00 region. The three panels in each row show the 1-D
marginal (blue) and prior (red) pdfs (left-hand panel), the conditional pdf of the velocity given �g and the observed data d (middle panel) and the 2-D marginal pdf of �g and the
average velocity for the observed data d (right-hand panel). Lighter colours denote higher probabilities. The corresponding PREM values are denoted by the black line (left-
hand panel) and the cyan star (right-hand panel). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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training set with a radially anisotropic mantle and an isotropic
inner (and outer) core. We trained MDNs on this new training
set and found that the resulting pdfs were similar, with overlap
P 87%, to the pdfs for the parametrisation with a radially aniso-
tropic inner core (not shown here). Therefore, we concluded that
our analysis of trade-offs, as presented above, was not biased by
either an isotropic or a radially anisotropic parametrisation in
the inner core.

6.2. Joint inversion with travel time data

All results shown in this study are based on normal mode centre
frequencies and quality factors. We also performed joint inversions
of normal mode data and body wave travel times (E). We adopted a
setup similar to de Wit et al. (2013), who used first-arrival travel
time data from the EHB bulletin (Engdahl et al., 1998) for the
phases Pn, P, PP, PKP for the years 2001 to 2008. We supplemented
this data set with data for the Sn and S phases (Table E.5). For the
joint inversion, the input to the network consisted of 184 free oscil-
lations and 186 travel time measurements. The 186-D travel time
vector was a concatenation of data for the Pn (8 travel time mea-
surements), P (32), PP (62), PKPab (14), PKPbc (4), PKIKP (29), Sn
(9) and S (28) phases (E).

However, we analysed the information content of the data and
found that the travel time measurements do not provide additional
information on Earth structure to the inversion of the normal mode
data for the chosen parametrisation. We computed the information
gain DKL for an inversion of the normal mode data, an inversion of
the travel time data and a joint inversion of the two data sets. As an
example, Fig. 9 shows the information gain for the three different
inversions for the depth of four discontinuities. With the exception
of the Moho depth, and the velocities near this discontinuity, we
Table E.5
Epicentral distance range for the seismic phases used in this study and by Kennett et al. (

Distance range [�] Pn P PP P

This study 3:18 25:88 50:173 1
de Wit et al. (2013) 3:18 25:88 50:173 1
Kennett et al. (1995) — 25:99 53:180 1
found that the travel time data have a low information content
compared to the normal mode data for most model parameters.
Consequently, the joint inversion did not yield a better constraint
on the model parameters than a separate inversion of the normal
modes. We performed this analysis for a synthetic data set in
which the bulk and shear attenuation structures were fixed to that
of PREM, as body wave travel times have very little sensitivity to
the attenuation parameters.

Based on this analysis, we have focused on results without tra-
vel time data. By removing the travel times, we reduced the size of
the (input of the) neural network, the required number of training
patterns and thus computation time, whilst retaining the informa-
tion on the model parameters. This does not mean that the infor-
mation in travel times is never complementary to the
information contained in the normal mode data; their relative con-
tributions to our inversions relate to the choices we have made in
our setup. A joint inversion of normal modes and travel times may
be beneficial if one is able to construct a more complete noise
model for the travel times and include additional seismic phases.
In addition, more information on Earth structure may be available
when using travel time picks of higher quality than the data in the
ISC (and EHB) catalogues, as these bulletins contain measurements
of varying precision.

6.3. Shift in ICB depth

We evaluated the ICB depth for the fully anisotropic parametri-
sation (Fig. D.2) and found that the pdfs for the two parametrisa-
tion overlap by 69%. The pdf for the anisotropic case is wider and
corresponds more to PREM (5149.5 km) and ak135 (5153.5 km),
but most of the probability mass is still assigned to greater depths
(h ¼ 5157:8 km and h� 2r ¼ 5149:9� 5165:7 km). For the isotro-
1995) and de Wit et al. (2013).

KPab PKPbc PKIKP Sn S

47:173 147:153 122:179 2:19 25:80
45:174 145:155 122:179 — —
56:178 151:153 118:180 — 25:80
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Fig. 9. Information gain, as measured by the Kullback–Leibler divergence DKL (Eq. B.7), for networks trained on the normal mode data (first row), the travel time data (second
row) and the joint data set (third row). DKL (in bits) is shown for the depths of the ICB, the CMB, the 660 km discontinuity and the Moho for the �5000 patterns in the test set.
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pic case, our MAP estimate is 5160.1 km compared to the values in
PREM and ak135, or earlier estimates, e.g. 5155:0� 1:0 km (Bolt,
1977) and 5153.9 km in PEM (Dziewoński et al., 1975).

Could such a shift in ICB depth be detected by body waves sen-
sitive to the inner core? We investigate the effect on the travel
times of two inner core sensitive phases PKIKP and PKiKP for a
modified version of PREM with the ICB depth at 5160 km, denoted
PREMICB. Travel times for PKIKP and PKiKP are typically studied in
an epicentral distance range of 130 to 143 degrees to avoid inter-
ference between the two phases and the outer core sensitive PKPab
and PKPbc phases, e.g. Waszek et al. (2011), Waszek and Deuss
(2013). We compute the travel time difference between PREM
and PREMICB in this distance range at one degree intervals using
TauP and a surface source. The average difference is 0.38 s
(r ¼ 0:06 s) for PKIKP and 0.33 (r ¼ 0:08 s) for PKiKP.

For the PKIKP data we considered in this study, the estimated
noise, i.e. the sample standard deviation, varies between 0.18 s
and 0.43 s in the 130 to 143 degree distance range. Thus, the effect
of this shift in ICB depth on the travel times is on average of the
same order of magnitude as the assumed data noise, albeit larger
for some distances. The ICB depth may be difficult to constrain
accurately using these body wave phases, considering that the data
are affected by more than just a simple shift in ICB depth, i.e. con-
sidering additional trade-offs between other model parameters.
Note that we did not use PKiKP travel times in this study
(Table E.5); we simply consider TauP synthetic data for PKIKP
and PKiKP for the straightforward analysis performed here.

6.4. Gradients

To understand the Earth’s thermochemical structure and
dynamics requires an accurate knowledge of the sensitivities of
velocity and density with respect to temperature and composition,
e.g. Deschamps et al. (2007). The gradients in the radial distribu-
tion of these elastic parameters can provide important constraints.
For instance, several phase transitions are necessary to explain the
gradients in the upper mantle of seismological models, e.g.
Cammarano et al. (2005), Cobden et al. (2009).

An insightful first-order inference would be to constrain the
sign of the gradient in a certain region. We investigated the poten-
tial of the normal mode data to constrain the depth gradients in
velocity and density in our model. However, we found that in gen-
eral very little information on gradients is directly available, espe-
cially if the gradient is evaluated over relatively narrow regions of
�200–300 kilometres.

6.5. A note on the number of synthetic samples

Compared to model space searches with Monte Carlo methods,
e.g. Sambridge (1999), Bodin and Sambridge (2009), which com-
monly involve �106 models, we have a relatively low number of
samples (100,000). However, with the setup presented here, we
are still able to draw insightful inferences on the Earth’s radial
structure for reasons addressed here. First, the success of the train-
ing process and accuracy of the trained networks can be verified by
testing network performance on the 5000 test set samples and syn-
thetic data for PREM (see Figs. 2, 3 and 5). Second, before network
training commences the MDN output is initialised to resemble the
prior pdf for the target parameter. If no systematic relation
between input (seismological data) and output (earth model
parameter) is found during training, no information is extracted
from the data. Consequently, the final MDN output will resemble
the prior, the information gain DKL ¼ 0 bits (Appendix C) and two
possibilities exist.

First, the data may simply not be sensitive to the given earth
model parameter, compared to the assumed data noise. Second,
the set of training samples, which we generated from the prior
model space, may not include all regions of the model space of
non-zero probability, which is a potential issue of any sampling-
based method. As an additional check, we trained networks with



Table A.1
Number of grid points L between each pair of adjacent
discontinuities in the earth model. The full model is
defined on a discrete set of 185 grid points.

Region L

IC 33
OC 33
D00 5
LM 59
TZ 9
‘‘410–220’’ 9
‘‘220–Moho’’ 9
LC 11
UC 17
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a larger set of models (200,000 samples) for some of the target
parameters investigated in Section 5. We found that for this larger
training set, uncertainties decrease slightly for some parameters
(the width of the posterior pdf decreases; DKL is a bit higher), but
the bulk of probability mass is assigned to similar values as for
the set with 100,000 earth models. More importantly, we find that
in no case the pdf is wider for the larger training set, which would
indeed be undesirable. In that sense, the method is conservative
and therefore allows us to make insightful inferences on Earth
structure.

7. Conclusions

We used artificial neural networks to obtain 1-D marginal pos-
terior pdfs for parameters in a radial earth model, thereby solving
seismological inverse problems. We have illustrated the flexibility
of the method, which offers the freedom to invert for an arbitrary
combination of model parameters and allows us to test specific
hypotheses.

The 1-D distributions can be used to quantify uncertainties in
the model parameters. In addition, they provide a basis to measure
the information contained in the normal mode splitting function
measurements, using the Kullback–Leibler divergence. The infor-
mation content for the various data sets showed that the free oscil-
lations constrain most parameters better than the travel time data.
By removing the travel times, the MDNs had fewer free parameters
and thus solving the inverse problem was computationally more
efficient, whilst the information on the earth model was retained.

The results of our inversions can be summarised as follows:

1. The spheroidal mode data constrain the depths of the ICB, CMB,
‘‘660’’ and Moho. The data strongly prefer an ICB that lies dee-
per (5154.7–5165.7 km) than in existing reference models; the
result is robust with respect to a radially anisotropic inner core,
although less pronounced (5149.9–5165.7 km). The effect on
the travel time of inner core-sensitive seismic phases is compa-
rable to the estimated noise in such measurements.

2. The most probable value for the density contrast at the ICB
(0.73 g cm�3) is larger than in PREM (0.60 g cm�3) and ak135f
(0.56 g cm�3); the 2r error levels span a range of 0.52–
0.94 g cm�3, which encompasses all previous estimates in the
literature. With the data used here, we cannot differentiate
between these estimates; their respective differences reflect
the non-uniqueness of the inverse problem.

3. We observed a negative deviation with respect to PREM for both
VP and VS in the D00 layer, in contrast to a positive anomaly
found for the average density. However, these deviations are
not robust with respect to a fully anisotropic parametrisation.
The data cannot uniquely determine whether the possible den-
sity excess is restricted to the D00 region or whether it is distrib-
uted throughout the lower(most) mantle.

4. In the upper mantle, the strongest deviations from PREM were
observed for VVoigt

P and VVoigt
S in the ‘‘220-Moho’’ region and VP

in the ‘‘410–220’’ layer, although the latter result is not robust
with respect to the anisotropic parametrisation.

5. We found that the data cannot uniquely determine the presence
or absence of a discontinuity at the ‘‘220’’. If present, the VVoigt

P

and VVoigt
S contrasts are likely smaller than in PREM, while the

density jump is similar to PREM.
6. The MAP estimates for most shear attenuation parameters in

the mantle deviate from PREM in a similar fashion to results
from more recent studies. The data strongly prefer a non-
homogeneous shear attenuation in the inner core, enforcing
the hypothesis that a distinct innermost inner core may
exist.
7. The bulk attenuation is stronger than in PREM, save for the inner
core, for which most probability is assigned to a Qj higher than
in PREM.

We have also addressed the influence of radial anisotropy on
the inversions. We compared the results with the posterior pdfs
for a parametrisation in which the inner core and mantle were
anisotropic. This enabled us to analyse possible trade-offs between
(anisotropic) parameters by constructing conditional and 2-D pdfs.
The largest discrepancies were observed in regions that are
believed to be anisotropic, such as the D00 region. This illustrates
the need to constrain anisotropy in the (deep) mantle and suggests
the addition of complementary data, such as toroidal modes.
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Appendix A. Model parametrisation

A.1. Velocity and density structure

We define VP ;VS and q on a discrete set of 185 grid points (as
one of the options in the Mineos package (Masters et al., 2011)),
the depths of which range from the Earth’s surface to its centre.
We parametrise the depths of seven discontinuities in the model:
the inner–outer core boundary (ICB) and core-mantle boundary
(CMB), the top of the D00 layer, the discontinuities around 660,
410 and 220 km depth (‘‘660’’, ‘‘410’’ and ‘‘220’’, respectively)
and the Moho. The lower mantle (LM) represents the region
between the top of the D00 layer and the ‘‘660’’, while the transition
zone (TZ) spans the region between the ‘‘660’’ and the ‘‘410’’. For
both velocities and density, the core and mantle are defined at
157 points in the earth model (Table A.1). The remaining 28 points
in the earth model represent the crust, which is parametrised by
two homogeneous layers. No sediment or water layers are present.

We consider two different parametrisations for anisotropy. In a
first case, we include radial anisotropy only in the uppermost
mantle between the Moho and the ‘‘220’’, as in PREM
(Dziewoński and Anderson, 1981). A radially anisotropic, or trans-



Table A.3
Prior information on dependent model parameters.
Prior distributions are uniform over the specified
ranges, which are given as percentage perturbations
from the updated model value (see text). The corre-
sponding independent parameters are listed in
Table A.2.

VP ;VS;q;g Range ½�%	

IC 0.5
OC 0.5
D00 1
LM 0.5
TZ 1
‘‘410–220’’ 1
‘‘220–Moho’’ 2
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versely isotropic, medium has hexagonal symmetry with a radial
symmetry axis and can be described by five independent parame-
ters (Love, 1927). Here, we parametrise the anisotropy by the ver-
tically polarised P- and S-wave velocities (VPV ;VSV ), the
horizontally polarised velocities (VPH;VSH) and the anisotropic
parameter g on the nine points in this region. In the rest of the
model, the wave velocities are isotropic and g ¼ 1.

Tables A.2–A.4 define the prior model distribution pðmÞ for this
first case. Discontinuity depths are independently drawn from uni-
form priors, as are VPV ;VSV and q directly below the seven discon-
tinuities and VPH;VSH and g below the Moho (Table A.2). The prior
distributions are centred on the corresponding values in PREM. For
the upper mantle and D00, we chose priors similar to those of de Wit
et al. (2013). We define narrower priors for the core and lower
mantle, taking into account the constraint on these parameters
provided by body wave travel times (de Wit et al., 2013). In the
‘‘220-Moho’’ region and directly below the ‘‘220’’ discontinuity,
we allowed for the largest variations in our prior, since existing
models, such as PREM and ak135f (Montagner and Kennett,
1996), vary strongly in this region.

To exclude physically implausible models from the prior model
space, we introduce correlations between adjacent points (layers)
in each region, i.e. between discontinuities. First, we draw the
value of the independent point directly below a discontinuity.
We then use this value and the local gradient in PREM to calculate
the value for the underlying point. Subsequently, this value is per-
turbed, with the amount of perturbation drawn from a uniform
prior (Table A.3). This procedure is performed for all the points suc-
cessively with increasing depth and introduces a correlation
between the parameters in each region. In general, the radial veloc-
ities and density increase with depth, i.e. the velocity and density
Table A.2
Prior information on independent model parameters. Prior distri-
butions are uniform over the specified ranges, which are given as
percentage perturbations from PREM, except for the discontinuity
depths and the two crustal layers. VP ;VS and q parameters
represent the points located directly below a discontinuity. The
tops of the lower mantle (LM) and the transition zone (TZ) are
formed by the ‘‘660’’ and ‘‘410’’, respectively.

Discontinuity Range [km]

ICB 5129.5–5169.5
CMB 2871–291
D00 layer (top) 2721–2761
‘‘660’’ 640–700
‘‘410’’ 370–430
‘‘220’’ 200–240
Moho 20–70
VP ;VS ;q;g Range ½%	
Inner core (IC) �2
Outer core (OC) �2
D’’ layer �3
Lower mantle (LM) �2
Transition zone (TZ) �5
‘‘410–220’’
VP [�10,+2.5]
VS [�10,+5.0]
q [�10,+5.0]
‘‘220–Moho’’ �7
Lower crust (LC)
VP [km/s] 6.4–7.4
VS [km/s] 3.6–4.1
q [g cm�3] 2.8–3.0
Upper crust (UC)
VP [km/s] 5.6–6.3
VS [km/s] 3.1–3.6
q [g cm�3] 2.6–2.8

Mass (1024 kg) 5:9733� 0:0090

Moment of inertia (1037kg m2) 8:018� 0:012
gradients are mostly positive. The g profile in the uppermost man-
tle is constructed in a similar fashion.

To avoid physically unrealistic 1-D density profiles, we constrain
the mass and moment of inertia of the earth models using the error
estimates reported by Chambat and Valette (2001). A model is dis-
carded whenever its mass or moment of inertia does not lie within
ð5:9733� 0:0090Þ � 1024kg or ð8:018� 0:012Þ � 1037kg m2, respec-
tively. Fig. 1 shows the parameter range spanned by the prior model
space and a number of existing 1-D reference models for the upper
mantle.

In the second case of model parametrisation, we allow radial
anisotropy in the whole mantle and in the inner core. The paramet-
risation is the same as for the uppermost mantle in the first case,
i.e. in terms of VPV ;VSV ;VPH;VSH and g. The outer core is isotropic
in both parametrisations.

A.2. Attenuation structure

The bulk and shear attenuation are parametrised by the
inverses of Qj and Ql, respectively. We closely follow the paramet-
risation of Resovsky et al. (2005) and define the radial bulk and
shear attenuation structure by 13 parameters. Qj is parametrised
as four layers of constant attenuation: the inner core, the outer
core, the lower mantle and the upper mantle. The latter two are
separated by the ‘‘660’’. Note that the depths of the discontinuities
separating these regions are free parameters in the earth model. Ql
is parametrised by two and three layers of roughly equal thickness
in the inner core and the lower mantle, respectively, and is zero in
the outer core. We add a second layer to the inner core compared
to the parametrisation of Resovsky et al. (2005). The upper mantle
consists of four layers, which represent the TZ, the ‘‘410–220’’
region, the low-velocity zone (LVZ) between the ‘‘220’’ and
80 km depth in PREM and a layer encompassing both the overlying
high-velocity lid and the crust.

The prior distributions are given in Table A.4. No correlations
exist between the 13 parameters and all priors are uniform on a
base-10 logarithmic scale. Fig. 1 shows the prior model range
and existing 1-D attenuation models for the upper mantle.

Appendix B. Ensembles of MDNs

An MDN outputs the parameters of a Gaussian Mixture Model
(GMM), which describes a conditional probability density for a
set of model parameters m0 as

rðm0jd; w�Þ �
XM

j¼1

ajðd; w�Þ/jðm0jd; w�Þ; ðB:1Þ

where the coefficients aj give the relative importance of the M
Gaussian kernels /j (Bishop, 1995). Note the explicit conditioning
on both the observed data d and the set of optimal network weights
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Table A.4
Prior information on the attenuation parameters. Prior distributions are uniform on a
base-10 logarithmic scale over the specified ranges.

Ql Region Range

Inner core (IC)
6371–5760 km 10–300
5760–5150 km 10–300
Outer core (OC) 0
Lower mantle (LM)
2891–2157 km 100–1000
2157–1428 km 100–1000
1428–670 km 100–1000
Transition zone (TZ) 50–400
‘‘410–220’’ 50–400
Low-velocity zone (LVZ) 20–200
High-velocity lid + crust 10–2200

Qj Region Range

Inner core (IC) 300–300,000
Outer core (OC) 300–100,000
Lower mantle (LM) 300–100,000
Upper mantle (UM) 300–200,000
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w�, i.e. the free parameters that minimise a cost function for a val-
idation data set (de Wit et al., 2013).

Despite measures to maximise generalisation, such as the addi-
tion of noise, a neural network will be biased in its performance to
the data sets used to train and validate it. Furthermore, a single
network is sensitive to the initialisation of its weights. By combin-
ing the output of multiple networks into one ensemble, we aim to
integrate out (marginalise over) the influence of the random ini-
tialisation of the network weights. The marginalisation of so-called
nuisance parameters plays a central role in the Bayesian frame-
work, e.g. MacKay (2003). Ensembles of networks can achieve bet-
ter generalisation, i.e. can make more accurate predictions for
unseen data, e.g. Bishop (1995).

The output of an ensemble of C MDNs can be constructed from a
weighted average of the members (Käufl et al., 2014)

rðm0jd;w�i21:CÞ ¼
XC

i¼1

xiX
j

xj

rðm0jd; w�i Þ; ðB:2Þ

where the individual weights xi are determined by each network’s
performance on the same test set

xi ¼ exp � EðDtest;w�i Þ
N

	 

: ðB:3Þ

N is the number of samples in the test set Dtest ¼ fdn;m0
ng and

EðDtest;w�i Þ is the error for the ith member (Bishop, 1995)

EðDtest;w�i Þ ¼ �
XN

n¼1

ln½rðm0
njdn; w�Þ	: ðB:4Þ

Effectively, the output of an ensemble of C MDNs is a GMM with
C �M kernels of relative importance

bM�iþj ¼
xiP

jxj
� ðajÞi; ðB:5Þ

where ðajÞi is the relative importance of the jth kernel in the ith
ensemble member, akin to aj in Eq. (B.1).

Admittedly, the use of a simple ensemble as proposed here is no
replacement of the integration over the full weight space, e.g.
Bishop (1995), Käufl et al. (2014). However, Bishop (1995) shows
that the upper bound on the ensemble error is given by the average
error of the individual networks. Fig. B.1 illustrates the advantage
of an ensemble of MDNs. The performance of the ensemble error
on a test set is favourable compared to the performance of the
individual members; the ensemble error is similar or slightly lower
than the error for the best performing individual network in the
committee. In addition, the ensemble encompasses a larger volume
of the weight space than any individual member.

Appendix C. Kullback–Leibler divergence

The Kullback–Leibler divergence, or relative entropy, e.g.
MacKay (2003), measures the difference between two probability
distributions A and B

DKLðAjjBÞ ¼ HðA;BÞ � HðAÞ; ðB:6Þ

where HðA;BÞ is the cross-entropy of A and B and HðAÞ is the entropy
of A. The measure can be interpreted as the amount of information
lost when using B to approximate A. For a continuous random var-
iable x;DKL can be expressed by the integral

DKLðAjjBÞ ¼
Z þ1

�1
log2

AðxÞ
BðxÞ

� �
AðxÞdx; ðB:7Þ

which measures DKL in units of bits for a logarithm taken to base 2.
For a single model parameter m, we quantify the information

gain upon observing the data by calculating the Kullback–Leibler
divergence DKL between the 1-D marginal posterior and prior prob-
ability distributions. A similar measure was used by for instance
Meier et al. (2007), Käufl et al. (2014). In the above integral (Eq.
B.7), AðxÞ is the prior pdf pðmÞ and BðxÞ represents the 1-D marginal
posterior pdf pðmjdÞ, with the observed data d. If the posterior pdf
equals the prior pdf, DKL ¼ 0 and our knowledge on the parameter
m remains unchanged after observing the data d. For reference,
consider a 1-D Gaussian distribution with mean l and standard
deviation r; the difference with a second distribution with the
same mean and standard deviation 1

2 r, as measured by the infor-
mation gain, is 1.16 bits.

Appendix D. 1-D marginals for (an) isotropic parametrisations

Fig. D.2 shows the 1-D marginal posterior pdfs for the partly
(blue) and fully (red) anisotropic model parametrisation for all
parameters addressed in the main text, except for parameters
related to the D00 region (Fig. 7) and attenuation. Note that the
outer core is isotropic in both parametrisations. The differences
between the pdfs are assumed to result from trade-offs between
anisotropic parameters, which cannot be constrained by the sphe-
roidal mode data alone.
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Fig. D.2. 1-D marginal posterior pdfs for the partly (blue, solid) and fully (red, dashed-dotted)) anisotropic model parametrisation for all parameters addressed in the main
text, except for parameters related to D00 (Fig. 7). PREM is shown as a reference (black, dashed) and the percentage of overlap between the two pdfs is shown above each panel.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Appendix E. Body wave travel times

In addition to free oscillation centre frequencies and quality fac-
tors, we used body wave travel times to perform a joint inversion
of normal mode and travel time data for radial Earth structure.
Similar to de Wit et al. (2013), we used first-arrival travel time data
from the EHB bulletin for the years 2001 to 2008, as collected by
the International Seismological Centre (ISC) and reprocessed by
Engdahl et al. (1998), for the phases Pn, P, PP, PKPab, PKPbc and
PKIKP (PKPdf). This data set was augmented by measurements from
the EHB bulletin (years 2001–2008) for the Sn and S phases
(Table E.5). Synthetic first-arrival travel time curves were com-
puted using the TauP package (Crotwell et al., 1999).

We processed the travel times following the procedure by de
Wit et al. (2013). Since the travel time curve for each phase was
rather smooth, a large (linear) correlation exists between the travel
time at different epicentral distances. Therefore, the travel time
curves were sampled at 2� intervals. This reduced the number of
free network parameters and thus made network training faster.
As in de Wit et al. (2013), we assumed that this downsampling
did not result in a significant loss of information on the earth
model parameters, given the high correlation between the mea-
surements. The resulting 186-D travel time vector was a concate-
nation of data for the Pn (8 travel time measurements), P (32), PP
(62), PKPab (14), PKPbc (4), PKIKP (29), Sn (9) and S (28) phases.

The measurement errors for the centre frequencies were esti-
mated by Deuss et al. (2013) using a cross-validation approach.
This is in contrast to the conservative noise estimates in the travel
time data in de Wit et al. (2013), which were based on the scatter
in the available measurements in the EHB bulletin, i.e. the maxi-
mum difference between the data for each seismic phase and epi-
central distance interval. This spread originates from measurement
errors, phase misidentifications, uncertainties in the estimated
source depth and lateral heterogeneities (3-D structure) in the
Earth. To align the two data sets and the associated noise esti-
mates, we defined a new noise model for the travel time data.
For a given epicentral distance, the average of the travel time data
may be more representative of 1-D Earth structure, as the contri-
bution of (incoherent) 3-D structure to the measurement scatter
is averaged out. The uncertainty in this average is given by the
sample variance, which we computed for the EHB travel time data
for each phase and distance. For most travel time measurements,
these new noise estimates are one to two orders of magnitudes
smaller than the conservative error levels in de Wit et al. (2013).
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